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Sparse Tensor Times Matrix (SpTTM)

Tensor decomposition is a set of unsupervised methods to analyze

and extract knowledge from tensors, which is widely used in Sparse Dense Sparse
healthcare analytics, image processing, machine learning, and social /
network analytics. Basic tensor operations are the computational SpTTM

kernels of tensor decomposition algorithms. _ V=X x U

Sparse tensors i /:'
Many real-world tensors are hyper-sparse and have specific features. To J
discover useful knowledge, efficient sparse algorithms are critical to Y U X
performance and scalability. Matricized Tensor Times Khatri-Rao Product (MTTKRP)

MTTKRP
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A 3'd-order sparse tensor
Tensor Operations

Basic tensor operations include element-wise operations, Kronecker
product, Khatri-Rao product, sparse tensor times matrix (SpTTM)
product, matricized tensor times Khatri-Rao product (MTTKRP), and
tensor matricization.

We test our algorithms on Intel Core i7-4770K and NVIDIA Tesla K40c

Contributions platforms. The sparse tensors are from functional Magnetic Resonance
Imaging (fMRI) measurements of brain activity, Never Ending Language
» This work distinguishes structured sparse tensors with a small number Learning (NELL) project, and data crawled from tagging systems.
of dense modes from general sparse tensors by using a new data Hadamard Product
structure (sCOOQO) and optimizes SpTTM algorithm based on it. | | 0.40 —
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(ParTl!) for arbitrary-order sparse tensors on both multicore CPU and nelll 3 29MX LM x 20.0M JaeM oo oel B <
GPU platforms. o
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* The accelerated operations include element-wise tensor operations, £0.15L
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SpTTM, and MTTKRP, Whl(.)h are the computational kernels .fc_>r popular O Matlab Tensor Toolbox 01001
tensor decomposition algorithms (CP and Tucker decompositions). 0.05
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sCOO format: semi-sparse tensors with one or several dense modes. . -
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] Conclusion
sCOOQ benefits:
« Space-efficient, save at lease k/(N+1) storage for a N"-order ParTl! provides high-efficient computational tensor operations for

semi-sparse tensor with k dense modes.
* Fast contiguous memory access for the dense modes.

sparse tensor decompositions for a single PC with GPUs.

Future, we will integrate more operations and sparse tensor
decompositions on GPU.
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